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Abstract useful data structures for computing warrant. After the:
preliminaries, the following Section shows how dialectic:
trees can be used to analyze the search space assoc
with computing warrants in an argumentation framewor
We show that such search space can be represented as i
tice. Subsequently, we devote a Section to go into differe
criteria which can lead to compute warrant more efficient
on the basis of this lattice characterization. Finally, we di
cuss some related work and present the main conclusit
that have been obtained.

Abstract argumentation frameworks have played a major role
as a way of understanding argument-based inference, result-
ing in different argument-based semantics. The goal of such
semantics is to characterize which are the rationally justi-
fied (or warranted) beliefs associated with a given argumen-
tative theory. In order to make such semantics computa-
tionally attractive, suitable argument-based proof procedures
are required, in which a search space of arguments is exam-
ined looking for possible candidates that warrant those be-
liefs. This paper introduces an abstract approach to model the
computation of warrant in a skeptical abstract argumentation

framework. We show that such search space can be defined
as a lattice, and illustrate how the so-called dialectical con-
straints can play a role for guiding the efficient computation

An Abstract Argumentation Framework with
Dialectical Constraints
Abstract argumentation frameworks (Dung 1993; Vreeswi

of warranted arguments. 1997; Jakobovits 1999; Jakobovits & Vermeir 1999) are fo

malisms for modelling defeasible argumentation in whic
some components remain unspecified. In such abstr
frameworks usually the underlying knowledge represent
Introduction and Motivations tion language, the actual structure of an argument and -
: ) _ notion of attack among arguments are abstracted away,
Over the last ten years, interest in argumentation has ex- {he emphasis is put on differeatgument-based semantics
panded dramatically, driven in part by theoretical advances \yhich are associated with identifying sets of ultimately at
but also by successful demonstrations of a wide range of cepted arguments.
practical applications. In this context, abstract argumenta- | this paper we are concerned with the study of wa
tion frameworks have played a major role as a way of un- 50t computation in argumentation systems, with focus
derstanding argument-based inference, resulting in different skeptical semantics for argumentation. As a basis for ¢
argument-based semantics. In order to compute such seman-pa|ysis we will use an abstract argumentation framewc
tics, efﬁuentl argument-b_ased proof procedures are requwed (following Dung’s seminal approach to abstract argument
for determining when a given argumetiis warranted. This  tjon (Dung 1995; 1993)) enriched with the notioncbélec-
involves the analysis of a potentially large search space of tjca| constraint which will allow us to model distinguished
candidate arguments relatedAcby means of an attack re-  gequences of arguments. The resulting, extended framew

lationship. will be called anargumentation theory
This paper presents a novel approach to model such

search space for warrant computation in a skeptical abstract pefinition 1 (Dung 1995; 1993) An argumentation frame
argumentation framework. We show that such search space,,ork & is a pair(2Args, R), wherelrgs is a finite set of ar-

can be defined as a lattice, and illustrate how some con- g ments and is a binary relation between arguments suc
straints (called dialectical constraints) can play a role for h5tR ¢ Args x Args. The notation A, B) € R (or equiv-
guiding the efficient computation of warranted arguments. alentlyjél R B) means that{ attackss. ’

The rest of this paper is structured as follows. The next
Section presents the basic ideas of an abstract argumentation Thus defined, an Argumentation Framewabkcan be
framework with dialectical constraints, which includes sev- seen as a collection of directed graphs (di-graphs) in whi
eral concepts common to most argument-based formalisms. nodes correspond to arguments, and an edge between
The notion of argumentation line is presented, highlighting nodes corresponds to an attack. We will wriféness
its role for modeling so-called dialectical trees as relevant to denote the set of all possible sequences of argume

Keywords: Argumentation, Defeasible Reasoning, Non-
monnotonic Reasoning.
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[Ao, A1, Az, ..., Ax] in ® where for any pair of arguments
A, Ai+1 it holds thatA4; R Ai+ly with0 <7 < k — 1.
Argumentation lines define a domain onto which different
kinds ofconstraintscan be defined. As such constraints are

Argumentation, Dialogue, and Decision Making

in (Simari, CheBievar, & Garga 1994a), and similar formal-
izations have been also applied in other argument-based
proaches, e.g. in Prakken-Sartor’s framework for argume
tation based on logic programming (Prakken & Sartor 199

related to sequences which resemble an argumentation di-and in Defeasible Logic Programming (DelLP) (Gar&

alogue between two parties, we call thelalectical con-
straints Formally:

Definition 2 Let & = (Args,R) be an argumentation
framework. Adialectical constraintC in the context of®
is any functionC : Linese — {True, False}.

A dialectical constraint imposes a restriction characteriz-
ing when a given argument sequences valid in a frame-
work @ (i.e., C(A\) = True). An argumentation theory is
defined by combining an argumentation framework with a
particular set of dialectical constraints. Formally:

Definition 3 An argumentation theory” (or just atheory
T) is a pair(®,DC), where® is an argumentation frame-
work, andDC = {C;,C,,...,Cy;} is a finite (possibly
empty) set oflialectical constraints

Given a theoryl' = (®,DC), the intended role oDC
is to avoidfallaciousreasoning (Aristotle ; Hamblin 1970;

Rescher 1977; Walton 1995) by imposing appropriate con-
straints on argumentation lines to be considered rationally

acceptable Such constraints are usually defined on dis-
allowing certain moves which might lead to fallacious sit-
uations. Typical constraints to be found IMC are non-
circularity (repeating the same argument twice in an argu-
mentation line is forbidden);ommitmen{parties cannnot

Simari 2004) and its extensions, notably P-DeLP (Glegar
et al. 2004). Dialogues in such argument games have be
given different names (dialogue lines, argumentation line
dispute lines, etc.). A discussion on such aspects of diffi
ent logical models of argument can be found in (Clesar,
Maguitman, & Loui 2000; Prakken & Vreeswijk 2002).
In what follows we will borrow some basic terminology
from (Chegievar, Simari, & Godo 2005) for our formaliza-
tion, which will provide the necessary elements for the it
tended analysis.

Definition 4 Let T = (®,DC) be an argumentation the-
ory. An argumentation line\ in T is any finite sequence
of argumentg.Ay, A, ..., .A,] as defined before. We will
say that\ is rooted in Ay, and that théengthof A isn + 1,
writing | A | = s to denote tha# hass arguments. We will
also writeLines 4 to denote the set of all argumentation line
rooted inA in the theoryT'.

Definition 5 Let T be an argumentation theory and et
[Ag, A1, ..., A,] be an argumentation line in T. Theh =
[Ao, A1, Az, ..., Ag], k < n, will be called aninitial argu-
mentation segmernn A of lengthk, denoted|\|,. When
k < n we will say that)’ is a proper initial argumentation
segment im\. We will use the terminitial segmentto refer
to initial argumentation segments when no confusion arisi

contradict themselves when advancing arguments), etc. It Example 1 Consider a theor{” = (¢, DC), with DC =

must be noted that a full formalization for dialectical con-
straints is outside the scope of this work. We do not claim

to be able to identify every one of such constraints either,
as they may vary from one particular argumentation frame-

work to another; that is the reason wByC is included as a
parameter iff". In this respect a similar approach is adopted
in (Kakas & Toni 1999), where different characterizations of
constraints give rise to different logic programming seman-
tics.

Argumentation Lines

As already discussed before, argument games provide a use
ful form to characterize proof procedures for argumentation
logics! Such games model defeasible reasoning as a dispute

between two partiesPfoponentand Opponentof a claim),

(), where the sellrgs is { Ao, A1, Az, A3z, A4 }, and assume
that the following relationships holdA; defeatsAg, A

defeatsAy, A3 defeatsdy, A4 defeatsd;. Three different
argumentation lines rooted i, can be obtained, namely:

)\1 = [A07 Ala A4]
)\2 = [A07 Ala AQ]
Az = [Ao, As]

In particular, |\ |, = [Ao, A:] is an initial argumentation
segment in\;.

Example 2 Consider a theor§” = (&, DC) where the set
Avgs is { Ao, A; }, and assume that the following relation
ships hold: A, defeats4,, and.A; defeats4,. An infinite

who exchange arguments and counterarguments, generat-”“mbemf argumentation lines rooteddy can be obtained

ing dialogues A proposition( is provably justified on the
basis of a set of arguments if its proponent hasiraning
strategyfor an argument supporting@, i.e. every counter-

(eg. i =[Ao], Aa=[Ao, A1 |, A3 =[Ao, A1, Ao ], Aa =
[Ag, A1, Ao, A: ], etc.).

argument (defeater) advanced by the Opponent can be ul-Remark 1 Note that from Def. 4, given an argumen

timately defeated by the Proponent. We believe that such tation line [4y, A;, As, ...
argument game was first used in a computational setting [A;, A; 1, ..

See an in-depth discussion in (Prakken 2005).

DEPARTMENT OF INFORMATICS

, A,] every subsequence
Akl with 0 < 4,4+ k < nis also an ar-
gumentation line. In particular, every initial argumentatio
segment is also an argumentation line.
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Intuitively, an argumentation ling is acceptable iff it sat-
isfies every dialectical constraint of the theory it belongs to.
Formally:

Definition 6 Given an argumentation theo#y= (®, DC),
an argumentation line is acceptablewrt T iff C;(\) =
True, for everyC; € DC.

In what follows, we will assume without loss of gener-
ality that the notion of acceptability imposed by dialecti-
cal constraints is such that ¥ is acceptable wrt a theory
T = (9,DC), then any subsequence »fis also accept-
able.

Assumption 1 If A is an acceptable argumentation line wrt
a theoryT' = (®,DC), then any subsequence bfis also
acceptable wrf".

Example 3 Consider the theory” in Ex. 2, and assume that
DC={ Repetition of arguments is not allowadd Then\;
and ), are acceptable argumentation linegh but A3 and
A4 are not.

Definition 7 Let T' be an argumentation theory, and let
and)\’ be two acceptable argumentation lineginWe will
say that\’ extends\ in T"iff A= |\ |,, for somek < | X' |,
that is, \" extends\ iff X is a proper initial argumentation
segment of\’.

Definition 8 LetT be an argumentation theory, and Mbe
an acceptable argumentation linelinh We will say that\
is exhaustivef there is no acceptable argumentation lixie
inT suchthat A | < |\ |, and for somé:, A = |\'],, that
is, there is no\’ such that extends. Non-exhaustive argu-
mentation lines will be referred to gartial argumentation
lines.

Example 4 Consider the theory’ presented in Ex. 1. Then
A1, A2 and A3 are exhaustive argumentation lines whereas
[ A1], is a partial argumentation line. In the case of the the-
ory T’ in Ex. 2, the argumentation link, extends\;. Ar-
gumentation line\, is exhaustive, as it cannot be further
extended on the basis @f with the dialectical constraint
introduced in Ex. 3.

We will distinguish the seb = {\1, A\a,..., \¢} of ar-
gumentation lines rooted in the same initial argument and
with the property of not containing lines that are initial sub-
sequences of other lines in the set.

Definition 9 Given a theoryT’, a setS = {\1, Ag, ..., Ay}

of argumentation lines rooted in a given argumeghtde-
noted S 4, is called abundle setwrt T iff there is no pair
Ai, Aj € S such thath; extends);.

Example 5 Consider the theor§’ = (¢, DC) from Ex. 1,
and the argumentation lineg, A2, andAs. ThenS,, =
{A1, A2, A3} is a bundle set of argumentation lines @t

As we will see next, a bundle set of argumentation line
rooted in a given argument provides the basis for concep-
tualizing a tree structure calletlalectical tree

Dialectical Trees

A bundle setS 4 consists of argumentation lines rooted il
a given argumenid which can be “put” together in a tree
structure. Formally:

Definition 10 Let T be a theory, and letl be an argument
in T, and letS4 = {\1, A2, ..., Ay} be a bundle set of
argumentation lines rooted id. Then, thedialectical tree
rooted in.A based onS 4, denoted7,, is a tree structure
defined as follows:

1. The root node off 4 is A.
2. Let F={tail(\), for everyX € S4}, and H={head(}\),

for every\ € F}.2

If H = () then74 has no subtrees.

Otherwise, ifH = {By, ..., By}, then for eveny3; € H,
we define

getBundl¢B;) = {\ € F' | head()\) = B;}

We put7p, as an immediate subtree df where7p, is a
dialectical tree based ayetBundIés;).

We will write Tree , to denote the family of all possible di-
alectical trees based o#. We will represent aree,, the
family of all possible dialectical trees in the thedry

Example 6 Consider the theor§y’ = (¢, DC) from Ex. 1.
In that theory it holds thas 4, = {A1, A2, A3} is a bundle
set. Fig. 1(a) shows an associated dialectical Trge

The above definition shows how to build a dialectical tre
from a bundle set of argumentation lines rooted in a give
argument. It is important to note that the “shape” of the
sulting tree will depend on the order in which the subtre:
are attached. Each possible order will produce a tree w
a different geometric configuration. All the differently con
formed trees are nevertheless “equivalent” in the sense t
they will contain exactly the same argumentation lines |
branches from its root to its leaves. This observation is fc
malized by introducing the following relation which can b
trivially shown to be an equivalence relation.

Definition 11 Let T be a theory, and leEree , be the set
of all possible dialectical trees rooted in an argumenin
theoryT. We will say that7 4 is equivalent to7 ;, denoted
T4 =, T} iff they are obtained from the the same bundl
setS 4 of argumentation lines rooted JA.

Given an argumen#, there is a one-to-one correspon
dence between a bundle s8ty of argumentation lines
rooted inA and the corresponding equivalence class of ¢
alectical trees that share the same bundle set as their or
(as specified in Def. 10). In fact, a dialectical trEg based

The functionshead(:) andtail(-) have the usual meaning in
list processing.
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on S 4 is justan alternative wayf expressing the same in-
formation already present iti4. Each member of an equiv-
alence class represents a different way in which a tree could
be built. Each particular computational method used to gen-
erate the tree from the bundle set will produce one particular
member on the equivalence class. In that manner, the equiv-
alence relation will represent a tool for exploring the com-
putational process of warrant and as we will see later, trees
provide a powerful way of conceptualize the computation of
warranted arguments. Next, we will define mappings which
allow to re-formulate a bundle sét, as a dialectical tree

T 4 and viceversa.

Definition 12 LetT be an argumentative theory, and &t
be a bundle set of argumentation lines rooted in an argument
A of T'. We define the mapping

T : p(Linesy) \ {0} — Treeq

asT(S4) =qer Za, WhereTree 4 is the quotient set GEree 4
by =,, and74 denotes the equivalence class7of.

Proposition 1 For any argumentl in an argumentative the-
ory T, the mappindr is a bijection?

As the mappindT is a bijection, we can also define the
inverse mapping = T~ which allow us to determine the

Argumentation, Dialogue, and Decision Making

Ay
A, A,
A2 A4 (a)
AP
AP Al
AY AL (b)

Figure 1: (a) Dialectical tree and (b) marked dialectical tree
for Example 6

Definition 14 A dialectical treeZ4 will be called exhaus-

associated bundle set of argumentation lines correspondingtive iff it is constructed from the sef 4 of all possible ex-

to an arbitrary class of dialectical trees rooted in an argument
A.

In what follows, we will use indistinctly aet notation
(a bundle set of argumentation lines rooted in an argument
A) or atree notation(a dialectical tree rooted il), as the
former mappings$ andT allow us to go from any of these
notation to the other.

The following proposition shows that dialectical trees can
be thought of as structures in which any subt@g of a
dialectical tree7 4 is also a dialectical tree.

Proposition 2 Let T' be a theory, and 4 a dialectical tree
in T'. Then it holds that any subtrég) of 74, rooted inA,
is also a dialectical tree wift.

Acceptable dialectical trees

The notion of acceptable argumentation line will be used to
characterize acceptable dialectical trees, which will be fun-
damental as a basis for formalizing the computation of war-
rant in our setting.

Definition 13 Let T be a theory, a dialectical tréE, in T’

is acceptable iff every argumentation line in the associated
bundle sef§(74) is acceptable. We will distinguish the sub-
setATree 4 (resp.2ATreer) of all acceptable dialectical trees

in Tree 4 (resp.Treer).

As acceptable dialectical trees are a subclass of dialectical
trees, all the properties previously shown apply also to them.
In the sequel, we will just write “dialectical trees” to refer to
acceptable dialectical trees, unless stated otherwise.

DEM%W&WX??&%%%,

haustive argumentation lines rootedAn otherwise7 4 will
be calledpartial.

Besides, the exhaustive dialectical tree for any argument
A can be proven to be unique.

Proposition 3 Let T be a theory, and lefl be an argument
in T'. Then there exists a unique exhaustive dialectical tree
T4 inT (up to an equivalence wet- as defined in Def. 11)

Acceptable dialectical trees allow to determine whether
the root node of the tree is to be accepted (ultimatigie-
feated or rejected (ultimatelgefeated as a rationally justi-
fied belief. Amarking functiorprovides a definition of such
acceptance criterion. Formally:

Definition 15 Let T' be a theory. A marking criterion for
T is a functionMark : Tree, — {D,U}. We will write
Mark(7;) = U (resp.Mark(7;) = D) to denote that the root
node of7; is marked a€/-node (respD-node).

Several marking criteria can be defined for capturing
skeptical semantics for argumentation. A particular crite-
rion (which we will later use in our analysis for strategies
for computing warrant) is thenD-0oR marking of a dialec-
tical tree (Simari, Chéwevar, & Garta 1994a), which cor-
responds to Dung’s grounded semantics (Dung 1995).

Definition 16 LetT be a theory, and lef4 be a dialectical
tree. The and-or marking f4 is defined as follows:
1. If 74 has no subtrees, théark(74) = U.

2. If T4 has subtree$,, ..., 7, then 408
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(@) Mark(7T4) = U iff Mark(7;) = D, foralli=1...k.
(b) Mark(74) D iff there exists 7; such that
Mark(7;) = U, forsomei = 1.. . k.

Proposition 4 LetT be a theory, and |ef4 be a dialectical
tree. The and-or marking defined in Def. 16 assigns the same
mark to all the members &f 4.

Remark 2 As a design criterion, it would be sensible to re-
quire that a particular marking criterion would respect that
every member of a given equivalence class will be marked
in the same way. This will provide an “invariance” of mark-
ing with respect to the particular way the algorithm intro-
duced in Def. 10 builds the tree. In such manner, that in-
variance will allow to work with the bundle set disregard-
ing the circumstantial element of the equivalence class at
hand. Each marking procedure is affected by the geomet-
ric properties of the tree. For instance, the classical and-or
tree traversal will work best with trees that have their short-
est branches to the left (Simari, Chesar, & Garta 1994a;
Simari, CheBevar, & Garta 1994b; Chd®evar, Simari, &
Godo 2005), but other procedures could work better on dif-
ferent configurations. Working with the bundle set, and
transforming it in abundle listby using some preprocess-
ing algorithm could result in significant speed-ups. Pur-

Figure 2: (a) Dialectical tree and (b) Symmetric dialectical
tree for Example 6

a given argument, defeaters for those defeaters, and so on.

suing these observations is outside the scope and lengthin particular, in more complex and general settings (such as

restrictions of this paper, but has been addressed else-

where (CheBevar & Simari 2005).

Definition 17 Let T be an argumentative theory aihrk
a marking criterion forl’. An argument4 is awarranted
argument(or justwarrant) in 1" iff the exhaustive dialectical
treeT 4 is such thaMark(74) = U.

Example 7 Consider the exhaustive dialectical trég,

in Ex. 6 shown in Fig. 1(a). Fig. 1(b) shows the corre-
sponding marking by applying Def. 16, showing thé
—the root of74,— is an ultimately defeated argument, i.e.
Mark(Ta,) = D. HenceAy is not a warranted argument.
In Fig. 2 the and-or marking from deep-first, left to right,
in (a) will have to traverse the whole tree, meanwhile in (b)
only visits two modes. Both trees belong to same equivalent
class.

Warrant Computation via Dialectical Trees

As stated in the introduction, our main concern is to model

warrant computation in skeptical argumentation frame-

works. Fix-point definitions are very expressive declara-

tively, but tree structures lend themselves naturally to im-

plementation. In fact, some implementations of skeptical

argumentation systems (e.g. DeLP (Gar& Simari 2004))

rely on tree structures (such as dialectical trees) which can
be computed by performing backward chaining at two lev-

els. On the one hand, arguments are computed by backward

chaining from a query (goal) using a logic programming ap-
proach (e.g. SLD resolution). On the other hand, dialectical
trees can be computed by recursively analyzing defeaters for

admissibility semantics) dialectical proof procedures have
been developed (Dung, Kowalski, & Toni 2006) using a sim-
ilar strategy to compute warranted belief.

In our abstract model we will use dialectical trees to for-
malize warrant computation. As indicated in (Chegar,
Simari, & Godo 2005), the process of building an arbitrary
dialectical tree 4, can be thought of as@mputatiorstart-
ing from an initial tree (consisting of a single node) and
evolving into more complex trees by adding new arguments
(nodes) stepwise. Elementary steps in this computation can
be related by means of a precedence relationshimmong
trees:

Definition 18 LetT" be a theory,A an argument and |&t4,
T, be acceptable dialectical trees rooted4nWe define a
relationshipE C Tree, x Tree,,. We will write 74 C 7))
whenever7; can be obtained frori4 by extending some
argumentation line\ in 74 by exactly one argument. As
usual, we will write74C 7 iff T4 = T} or T4,C7T,. We
will also write 7,C, 7 iff there exists a (possibly empty)
sequencdy, 7z, ..., 7, suchthaly = T,C...CT, = 7).

From Def. 18 the notion of exhaustive dialectical tree can
be recast as follows: A dialectical tré&g is exhaustive iff
there is naZ; # 7; such thatZ; C 7. Every dialectical tree
7; can be seen as a ‘snapshot’ of the status of a disputation
between two parties (proponent and opponent), and the rela-
tionship “C” allows to capture the evolution of such dispu-
tation?In particular, note that for any argumentative theory

“Note however tha?; = 7; does not imply that one party has
advanced some argumentp and the other party has replied in

7;. Thus our framework provides }e%%%ﬁgfﬁg%%(%&
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A, T, AN Ty andT; V T, are also dialectical trees rooted in
Ezhaustive A

Dialectical

Proposition 6 Let 7' be an argumentation theory, aidan
acceptable argumentation linelh Then it holds that

L. AXeTWwhiff AeT; or A el

2. e iNLiff AeTyand \ e T,

BANETND iff A\gTiorAg T

The next lemma shows that for any argumentation theory
T the set of all possible acceptable dialectical trees rooted in
a particular argument can be conceptualized as a lattice.

Lemmal Let A be an argument in a theoff/, and let
(AZree 4, C, ) be the associated poset. TH&Eree 4, V, A)

2
']71 Initial

argument |S a Iatt'ce

Figure 3: Lattice for all possible dialectical trees rooted in an ar-
gumentA, (Example 8)

Given the latticg2Tree 4, V, A), we will write 7 1 to de-
note the bottom element of the lattice (i.e., the dialectical
tree involving only4 as root node) anﬂf;‘r to denote the top

T, given an argument! the ordered se(Stee ,, C.) is a element of the lattice (i.e., the exhaustive dialectical tree).
] Ar =%

oset, where the least elementdsand the greatest element .
ipsthe exhaustive dialectical tg,é g Example 8 Consider the theor§” from Ex. 1, and the ex-

We are now concerned with the following questiaan haustive dialectical tree rooted iy shown in Ex. 6. The
we enumerate all possible ways of computing the exhaustive complete lattice associated withy is shown in Fig. 3.
dialectical tree74 rooted in a given initial argumen#? ] o
The answer is yes. In fact, as we will see in the next defini- Computing Warrant Efficiently
tions, we can provide a lattice characterization for the space |, the preceding Section we have shown that given an argu-

of all possible dialectical trees rooted in a given argument . : .
A. In order to characterize a lattice for dialectical trees we Mentative theoryr”, for any argument in ' there is a lat-
tice (ATree 4, V, A) whose bottom element is a dialectical

will provide two operations: . ’ ;
. . . L _ _ tree with a single node (the argumet itself) and whose
e Joinof dialectical trees\(), which given two dialectical treef; top element is the exhaustive dialectical t®e In that lat-

and7; will compute the “union” of7; and7z, in the sense that . T ‘
it will contain all defeaters present eitherTh or in 7. tice, whenevefT, = 7;V7; itis the case thal;C7; and

T,CTy.

o Meetof dialectical trees/A), which given two dialectical trees Jm Il;ig. 3 corresponding to Example 8 we can see that
71 and 7, will compute the “intersection” of/y andZy, in the for dialectical treesZ; and 7z, it holds thatMark(7;) =
sense that it will contain all defeaters present onlgirandin Mark(73) = D (assuming thaM’ark is defined as in Def. 16)
2. Clearly, itis the case that any tr@ewhereZ;C7; or 7357,

o _ satisfies thaMark(Z;) = D. In other words, whichever
Definition 19 LetT" be an argumentative theory, and et is the way the tre€l; (or 73) evolves into a new tree in
and7; be dialectical trees rooted id. We define theneet (ATree4,, V, A) it turns out that the associated marking re-
andjoin of 7; and 7z, (written 71 A 73 and7; V 73) as mains unchanged. We formalize that situation as follows:
follows:

e ) is an argumentation line i v 7 iff Eefiniéi_oln 2? Lle:T be anr?rt%urtn;antatig][l/theO{yz an?T@t

: e a dialectical tree, such that for every evolving from
1. A € T; and there is nd’ € 75 such that\’ extends A, . ;
Ore 1 €L extends T (i-e., Ta T.T4) it holds thatMark(7x) = Mark(7}).
) Then7 4 is asettled dialectical treén T'.
2. A\ € T, and there is nd’ € 7; such that\’ extends A _ o

e )\ is an argumentation line iff; A 7o iff A = |\, = Now we have a natural, alternative way of characterizing

|A\2],, for somek > 0 such that\; € 7; and)\; € To warrant.

and there is nd’ that extends\ satisfying this situation. "
Proposition 7 Let T' be a theory, and lel be an argument

The next two results follow naturally from the previous inT. ThenA is a warrant wril” iff Mark(74) = U, where
definition. T4 is a settled dialectical tree.

Clearly, computing settled dialectical trees is less expen-
sive than computing exhaustive dialectical trees, as fewer
nodes (arguments) are involved in the former case. Follow-

DEP. ARTZWENF&%%N%@WE\?%&M by Prakken (Prakken 2005). ing Hunter's approach (Hunter 2004), in what 4ff)dlows we

Proposition 5 The operationg andV are well-defined, i.e.
for any dialectical tree$; and7; rooted in a given argument
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Settled 7:4 Ezxhaustive dialectical tree

Settled dialectical trees

Minimal 4

) Minimally settled
Optimal o dialectical tree
Optimally settled
dialectical tree

A

Figure 4: Search space for computing dialectical trees rooted

in A

will formalize the costof computing a dialectical tree as a
functioncost : Tree,. — R. As explained in (Hunter 2004),

Dialectical Constraints (Revisited)

As we have analyzed in the previous Section, the lattice
sociated with any argument accounts for the whole search
space for detecting il is warranted. To do so it is not nec-
essary to compute the exhaustive dialectical tree rooted
A; rather, it suffices to focus search on settled dialectic
trees, as they involve less nodes and are consequently rr
efficient.

When determining whether a conclusion is warrante
argument-based inference engines are supposed to com|
a sequence of dialectical tre€g 75, . .., 75 such thatZ is a
settled dialectical tree. For skeptical argumentation seme
tics, argument-based engines like DelLP (Ga& Simari
2004; CheBevaret al. 2003; Simari, Chdevar, & Garta
1994a) uselepth-first searclo generate dialectical trees for
queries and determine if a given literal is warranted. Sut
search can be improved by applying- 5 pruning, so that
not every node (argument) is computed. In other word
depth-first search favors naturally the computation of settls
dialectical trees.

The natural question that arises next is how to compt
minimally settled trees Given a theoryI' = (®,DC), it
turns out that the set of dialectical constraibx€ can help

several issues can be considered when computing such cost!o provide a way of approximating such minimally settle

The next definition refines the class of settled dialectical
trees by distinguishing those trees involviag few argu-
ments as possiblia order to determine whether the root of

the tree is ultimately a warranted argument according to the

marking procedure. From the many possible minimally set-
tled dialectical trees rooted in a given argumgnia dialec-
tical tree7 is optimally settledf there is no7” that is less
expensive thaf.

Definition 21 A dialectical tree7 is aminimally settled di-
alectical treeiff there is no7’C7 such that7’ is a settled
dialectical tree. A dialectical tre® is anoptimally settled
dialectical treeiff 7'is minimally settled, and for any other
settled treeZ”’, cost(7) < cost(7”).

Example 9 Consider the theory from Ex. 1, and the com-
plete lattice(AZcee 4,,, V, A) shown in Fig. 3. Ther¥; and
73 are minimally settled dialectical trees.

Let Gettled 4, Minimal 4, andOptimal 4 be the sets of all
settled, minimally settled and optimally settled dialectical
trees for an argumend, resp. Clearly, it holds that

Optimal 4 C Minimal 4 C Settled 4 C ATree 4.

The setsSettled 4, Minimal4 andOptimal , can be iden-
tified in any lattice(ATree 4, V, A), as shown in Figure 4.
The borderline on top of the lattice denotes all possible min-
imally settled dialectical tre€s,, ..., 7; rooted inA. Some

of such trees in that set may be optimal. Any dialectical tree
that evolves from settled dialectical tregs . . ., 7, will be

also a settled dialectical tree. In particular, the exhaustive

dialectical tree is also settled.

trees, based on the fact that in depth-first searcloither in
which branches are generated is important: should shor
branches be computed before longer ones, then the res
ing search space can be proven to be smaller on an a\
age search tree (CHesvar, Simari, & Godo 2005). Usu-
ally heuristics are required to anticipate which branches &
likely to be shorter than the average.

Constraints iflDC can help provide such kind of heuris-
tics. Thus, for example, in Defeasible Logic Prograrr
ming (Garéa & Simari 2004; Chd®evaret al. 2003) and
Possibilistic Defeasible Logic Programming (Chegaret
al. 2004) the seDC includes as a constraint thatgu-
ments advanced by the proponent (resp. opponent) sho
not be contradictoryin any argumentation line. The fol-
lowing heuristics (Chdgvar, Simari, & Godo 2005) can
be shown to favor the computation of shorter argument
tion lines when applying depth-first search in the context «
Possibilistic Defeasible Logic Programminiithe current
argumentAy is a leaf node in a dialectical tre&, and has
different candidate defeaterd,, As, ..., A, then theA,
which shares as many literals as possible withshould be
chosen when performing the depth-first computatighgf

By applying the above heuristics it can be shown that tf
branching factor for arguments beloy, is reduced. In
other words, depth-first computation of dialectical trees f:
vors naturally the construction of minimally settled dialec
tical trees, whereas by applying the above heuristics an :
proximation to optimally settled dialectical trees is obtaine

Relevance in Dialectical Trees

In (Prakken 2000) the notion oflevancewas introduced in
the context of argument games and the characterization
protocols for liberal disputes. According to (Prakken 2000

a move is relevant in a elg Illjlicéa Fkiépcor}?%-%%-t&? disputa-
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tional status ofD’s initial move® In our context, dialectical different dialectical constraints was presented. These ct
trees correspond to such disputes. In the setting presentedstraints were applied as part of the procedure used for ci
in (Prakken 2000), moves are performed by both parties in- structing dialectical trees by discarding “ill-formed” argu
volved in a dispute (Proponent and Opponent). mentation lines. In (Besnard & Hunter 2001) the autho

Interestingly, there is a clear relation between minimally present a logic of argumentation which disallows repetitic
settled dialectical trees and this notion of relevance, as the of arguments in argument trees (Besnard & Hunter 20(
notion of extending an argumentation line by one argument p.215):

(as introduced in Def. 18) can be recast as performing a  F5r no node (¢,3) with ancestor nodeg¢r, 1),
move. (2, B2), - -, (dr, Br) is ¢ asubset ob; UgaU. . .Uy

o ) In a similar manner, other approaches (like (Kakas & To
Definition 22 LetT = (®,DC) be an argumentation the-  1999)) compute different semantics for logic programmir
ory, and let7y,, 7}, be acceptable dialectical trees. We on the basis of an argumentative approach formalized
will say that there is anoveM from 74 to 7}, denoted as  terms of trees. Some properties can be used to render
Move(Ta, 7,), iff Ta CT}. construction of such trees more efficient. Thus, in the case

computing well-founded semantics via trees, defense not
It must be remarked that a proper conceptualization of (which account for Proponent’s argument in an argumen
move in argumentation demands more parameters, such astion line) cannot attack any other defense node in the tr
identifying the argumentation line in which aargumentisin-  Similarly, in (Dung, Kowalski, & Toni 2006) the notion of
troduced, who is the player (Proponent or Opponent) mak- dispute tree is used to compute assumption-based, admi
ing the move, etc. Such an approach has been formalized ple argumentation. As the authors indicate, in order for
by (Prakken 2000; 2005). Our approach in this case is inten- apstract dispute tree to emissible there is a further re-
tionally over-simplified, as it just aims to relate the notion  quirement that “the proponent does not attack itself”. Su
of relevance and the notion of minimally settled dialectical kind of restrictions can be seen as particular dialectical cc
trees. In fact, note that Def. 22 allows us to formalize the straint in the context of our proposal.
computation of an acceptable dialectical tfBerooted in Recently there have been other research oriented towe
Ao as a sequence of movésove7y, 71), Move7y, 72), formalizing dialectical proof procedures for argumentatiol
.+, Move(T7;;,—1, 7x), where7, is a dialectical tree with @ To the best of our knowledge, none of such works formaliz
single node7 ;.. Following Prakken’s notion of relevance,  the dialectical search space through a lattice as presente

we can express this concept in our setting as follows: this paper. Our work complements previous research c

cerning the dynamics of argumentation, notably (Prakk
Definition 23 A move M = MoveT, 7}) is relevantiff 2001) and (Brewka 2001). In particular, Prakken (Prakke
Mark(74) # Mark(T%). 2001) has analyzed the exchange of arguments in the con

of dynamic disputes. Our approach can also be understt

relevant moves ending in a settled dialectical tree. very comp_rehensive general frame_work, in our understar
ing some important computational issues (e.g. search sp

. . considerations) are not taken into account. Hunter (Hun
Proposition 8 Let7" be an argumentation theory, andTet 2004) analyzes the search space associated with dialect
be a dialectical tree. Thefy is minimally settled iff there is trees taking into account novel features such asréise-
asequence of movesy, Ms, ..., M such thatevery move  panceof arguments. His interesting formalization combine

M; is relevant, and//;, results in a settled dialectical tree. a number of features that allow to assess the impact of
alectical trees, contrasting shallow vs. deep trees. Howe\
Related Work search space considerations as modeled in this paper are

Dialectical constraints have motivated research in argu- S\d€ the scope of his approach. In (Kakas & Toni 1999)
mentation theory in different directions. As stated be- thr(_)ughout anal_yS|s_ of various argumentation semantics
fore, the main role of such constraints is to avéédla- logic programming is presented on the basis of paramet

cious reasoning (Aristotle : Hamblin 1970; Rescher 1977; variations of derivation trees. In contrast with that approac
Walton 1995). In our préposal dialectical constraint are °Ura@imin this paper was notto characterize different emei

left as a particular parameter to be included in the argu- ing semantics, but rather to focus on the role of dialectic
mentation theory. It must be remarked that different for- '€€S as a ;/vayBof _rgode_llngléthlf sega:r_lqh sazgegwtl’rl]en c?rr]m
malizations of argument-based dialectical proof procedures Ing Wartrar; S. besl esl"l in (Kakas & Toni h) € au ?
have included particular dialectical constraints as part of concerr:_rae In normat logic programming, whereas our
their specification. In (Simari, Chievar, & Garta 1994a; proach 1S more generic.
Simari, CheBevar, & Garta 1994b), an approach to model .
- ) PP Conclusions. Future Work

5The notion of relevance as well as some interesting properties In this paper we have presented a novel approach to mo
were further studied and refined (Prakken 2005). the search space associated with warrant computation in
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abstract argumentation framework. We have shown how the
notion of dialectical tree can be used constructively to model
different stages in the process of computing warranted argu-
ments. We have shown how the process of computing war-
rant can be recast into computing dialectical trees within a
lattice, illustrating how dialectical constraints can play a role
for guiding an efficient computation of warranted literals.
Part of our future work is related to studying theoretical
properties of the proposed framework, analyzing their inci-
dence for developing efficient argument-based inference en-
gines. In this context we think that the notion of equivalence

classes associated with dialectical trees can be specially use-

ful as discussed in Remark 2. Research in this direction is
currently being pursued.
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