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Abstract

The BDI model provides what it is possibly one of the most
promising architectures for the development of intelligent
agents, and has become one of the most studied and well
known in the literature. The basic BDI model needs to
be complemented with two mechanisms: one for reasoning
about intentions, and one for revising beliefs upon percep-
tion.

In this work, we introduce &evision Operator by a Set of
Sentencesvhich is anon-prioritized belief revision opera-

tor for changing the agent’s beliefs. These beliefs are con-
tained in a Knowledge Base which is represented using the
language of Defeasible Logic Programming. This formalism
provides a framework for knowledge representation and rea-
soning about beliefs and intentions. The Knowledge Base is
in fact a defeasible logic program and the belief revision op-
erator will transform this program preserving as much infor-
mation as possible taking into account for this transformation
the reasons offered to justify the change in beliefs.

Introduction

Understanding practical reasoning has been a goal in Artifi-
cial Intelligence since its beginnings (see (McCarthy 1958
?) and the collection (McCarthy 1990)). Lately, much atten-
tion has been focused in the definition and application of the
concept ofAgency(see (Huhns & Singh 1997; Weiss 1999;
Jennings & Wooldridge 1998; Wooldridge & Rao 1999;
Wooldridge 2000; Wooldridge & Jennings 1994)).
An intelligent agent is a physical or virtual entity in which

certain general characteristics are recognized.

which is the decision ofvhat goals want to be reached,
and (b) Means-ends reasoning: deciu®v the goals will
be reached.

The Belief-Desire-Intentior(BDI) model has its roots in
the philosophical tradition of understanding practica-re
soning. In the BDI model an agent has a seBefiefs a
set of Desiresand a set ofntentions(Bratman 1987). In-
tentions play a crucial role in the practical reasoning pro-
cess. Perhaps the most obvious property of intentionsfts tha
they tend to lead to action. Intentions drive means-ends rea
soning, constrain future deliberation, persist, and imftge
beliefs upon which future practical reasoning is based.

In order to design agents that have these (and other) de-
sirable properties, a given model must be followed. The
model’s characteristics will greatly depend on the environ
ment that the agent occupies, and on the type of behavior
that is expected from it. These models carry the name of
architecturesand they define a set of components that inter-
relate in order to generate the agent’s behavior.

The BDI model provides what is possibly one of the
most promising architectures for the development of intel-
ligent agents, and it has become one of the most studied and
well known in the literature (Rao & Georgeff 1991; 1992;
Georgeffet al. 1999). An agent’s intentions are a subset
of the alternatives that are available to reach its goalse On
of the most important characteristics that intentions hiave
their motivating rolej.e., they provoke actions. Once an in-

It should tention is adopted, it will affect the practical reasonihgtt

be capable of acting on its environment in a flexible, au- 90es on in the future. Intentions have the property of per-
tonomous manner, including the ability to communicate Sistence, that is, in order for them to be useful, the agent
with similar entities. Furthermore, its behavior should be Must not abandon them. Intentions must persist until they
controlled by a set of tendencies. In designing agents with are accomplished, until it is evident that they cannot be ac-
these characteristics, we need to devise an architecture incomplished, or the reasons for their adoption are no longer
which the Components of the agent are described and the in- valid. An agent’S intentions are related to its beliefs a&bou
teractions among these components are defined. the future.

Practical reasoning can be described as the process of de-

ciding what action to perform in order to reach the goals,
and it involves two important processes: (a) Deliberation,
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The basic BDI model needs to be complemented with two
mechanisms: one for reasoning about intentions, and one for
revising beliefs upon perception. In this work, we propose
the use of Defeasible Logic Programming for knowledge
representation and reasoning about beliefs and intentions
and we introduce aon-prioritizedbelief revision function
that changes the agent’s beliefs.



Agent’'s Knowledge Representation and
Reasoning

Defeasible Logic Programming (abbreviated DeLP) will

provide a representation language and a reasoning mecha-

nism. Consequently, the agent’s beliefs will be represente
as a defeasible logic program. Here, we will introduce DeLP
in an intuitive manner. The reader is referred to (Gak
Simari 2004; 1999) for a complete presentation of DeLP.

In DeLP, a programP is a pair (II, A) whereII is
a set offacts and strict rules and A a set ofdefeasible
rules Facts are represented by literals (ground atoms or
negated ground atoms that use strong negatigh), “strict
rules are denotedly < L+,...,L,", and defeasible rules
are denotedl.o —<L1,...,L,". In both types of rules, the
head L, is a literal, and the body.4,..., L, is a finite
non-empty conjunction of literals. Defeasible rules are
used to represent tentative information that may be used if
nothing can be posed against it, whereas strict rules and
facts represent non-defeasible knowledge. Thus, a defea-
sible rule represents a weak connection between the body
and the head, and should be read as “reasons to believe
in Ly,..., L, provide reasons to believe ihy”. These

rules, by representing weak connections, equip the repre- jg

sentation language with a natural device to characterize a
link between information that could be invalidated when
more information comes into play (Simari & Loui 1992;
Nute 1994).

DeLP also brings the possibility of representing negated
facts and rules with heads containing negated literaldh t
manner, the derivation of contradictory conclusions isspos
ble. Since the sdi represents the non-defeasible part of the
agent’s beliefs, the agent's belief revision function ddou
maintain the consistency @f, and therefore contradictory
literals cannot be derived frof. However, since defeasible
rules represent tentative information, defeasible dédwa
for contradictory literals are allowed frolilUA. When this
happens, alefeasible argumentatidiormalism is used for
deciding which literal prevails as warranted.

Let’'s consider as an examplepainting agentthat has
to select an appropriate printer upon user requiremergs. It
knowledge base would contain rules such as the following:

- |
|

use(inkjet) = file_for_printing
use(laser) — file_for_printing, high_quality
The strict rules ofll state that if one type of printer

is selected then do not use the other. The first defea-
sible rule states that “if there is a file for printing, then
there is a good (defeasible) reason to use an inkjet”,
whereas the second states that “if there is a file for print-
ing in high quality, then there are good reasons for us-
ing a laser printer”. Therefore, once the user require-
ments are provided, the agent may reason about what
printer to select. The user requirements are represented by
I, =IIU{ file_for_printing}, then from {I;, A), the first
defeasible rule will provide support for using the inkjet
printer. Suppose that later the user requirements chartje an

~use(inkjet) — use(laser)
~use(laser) — use(inkjet)

I,=TIU{ file_for_printing, high_quality}. From (I3, A)

and the use of the first defeasible rule, an argument for se-
lecting the inkjet could be constructed. Nevertheless, the
second defeasible rule provides support for using the laser
printer, which in turn allows to (defeasibly) infer not toeus
the inkjet. Therefore, the agent will face contradictorpco
clusions. This situation needs to be resolved, and the-print
ing agent will use the defeasible argumentation mechanism
that we will describe next.

In DeLP a literal L is warrantedif there exists a non-
defeatedargumentA supportingL. A set of defeasible rules
A is an argument for a literdl, denoted A, L), if TTUA is
a consistent set that entails In order to establish whether
(A, L) is a non-defeated argumersgrgument rebuttalsor
counter-argumentshat could bedefeatersfor (A, L) are
considered,j.e.,, counter-arguments that by some criterion
are preferred td.A, L). Since counter-arguments are argu-
ments, there may exist defeaters for them, and defeaters for
these defeaters, and so on. Thus, a sequence of arguments
called anargumentation linds constructed, where each ar-
gument defeats its predecessor in the line. Going back
to our printing agent example introduced above, from the
program [I,A), A={use(inkjet)— file_for_printing}
an argument foruse(inkjet), and the argument
B={use(laser)—= file_for_printing, high_quality} is a
defeatet for A. SinceB has no defeater, this is an argu-
mentation line of two arguments, ande(inkjet) is not
warranted. However, sindé has no defeatersse(laser)
becomes warranted. Thus, the agent has the possibility of
deciding among contradictory conclusions.

Usually, each argument has more than one defeater and
therefore more than one argumentation line could exist.
From the set of argumentation lines, a tree with arguments
as nodes, calledialectical treg is built. The root of the di-
alectical tree containgéA, L) and each path from the root
to a leaf represents an argumentation line. The tree is used
for deciding whether is warranted or not. This decision is
taken after alialectical analysif the tree is perform. No-
tice that the construction of argumentation lines involves
detection and avoidance of fallacious argumentation lines
These fallacies, when unchecked, could lead to circularity
and/or otherwise infinite sequences of arguments (Simari,
Chesievar, & Garta 1994; Prakken & Vreeswijk 2000).
Thus, the dialectical tree is finite and a process for marking
the nodes can be performed (see (Ga& Simari 2004)).

A leaf node of the tree is an argument with no defeaters
and is marked asndefeated An inner node is marked as
defeatedif it has at least an undefeated descendant, or is
marked asundefeatedf all its children are marked as de-
feated. A literalL is warranted if there exists an argument
A for L and the dialectical tree fqt4, L) has its root node
marked as undefeated.

This dialectical process could end in different ways.
When looking for a warrant for a literal, four different
answers may resultves, if there is a warrant for,; NO, if

In this case the specificity criterion was used for comparing
arguments. However, other criteria can be used (see ({&é&rc
Simari 2004) for details)



there is a warrant for L; UNDECIDED, if there is no warrant
for L and no warrant for L; andUNKNOWN, if L is a literal
that is not possible to consider given the progfasIl, A),
i.e., L is not part of the language &1 (see (Gara & Simari
2004)).

As stated above, the basic BDI model needs to be com-
plemented with a mechanism for reasoning about inten-
tions. In (Bratman 1987), Bratmaet al. suggest the use of
a “tractable system of defeasible reasoning” for reasoning
about intentions. Here, we propose the use of DeLP for per-
forming such task. In this approach, the agent’s intentions
will be represented as literals, and defeasible rules may be
added toA for reasoning about these intentions. Since in-
tentions are involved in action selection, we also propose
the use of defeasible rules for this task. In this paper wke wil
only consider atomic actions; however, this formalism may
be easily extended for selecting pre-compiled plans. Plan
formation, or plan reconsideration, is out of the scope isf th
paper, and is the subject of future research. We will assume
that the agent has a perception function that provides the
agent with a set of new facts and strict rules coming from
the proper environment and/or other agents.

For example, consider a printer agent with a set of possi-
ble intentions such as:

I = {use_laser, use_inkjet,use_color_inkjet},
and the following knowledge bagél, A):

~use(inkjet) — use(laser)
~use(color_inkjet) — use(laser)
~use(inkjet) < use(color_inkjet)
~use(laser) «— use(color_inkjet)
~use(color_inkjet) — use(inkjet)
~use(laser) «— use(inkjet)

PLPLplpiy

A=

use(inkjet) — file_for_printing
use(laser)— file_for_printing, high_quality
use(color_inkjet) — file_for_printing, color
~use(X)—out_of _paper(X)
s-a(s-t(inkjet_queue)) —use(inkjet)
s_a(s_t(laser_queue)) —wuse(laser)
s-a(s_t(color_inkjet_queue)) —use(color_inkjet)
where s_.a means $elect actioh and s_t means $end
to”. Once the user requirements are provided and added
to the setll, the agent may reason about which inten-
tion is warranted and it could then select the appropriate
action. For instance, consider a situation in which the
agent's perception function returns the fact that there is a
file queued for printing. Then, a new knowledge b&Ee
will be produced by means of the belief revision mecha-
nism (as will be described below), definedlds = II U
{file_for_printing}. From (I',A) there exists a warrant
for the intentionuse(inkjet) because there is no counter-
argument ford= {use(inkjet) = file_for_printing}.

Suppose that, at a later time, the printing of an-
other file is required with the *“color” constraint,
e, I' = TII U {file_for_printing,color}.  Now,
from (IT',A) it is not possible to find a warrant for
use(inkjet) because argument is defeated by argument

As={use(color_inkjet) — file_for_printing, color }

and there is a warrant for the intentiame(color_inkjet).
Therefore, the agent intention will change. Finally, olbiser
that once an intention is warranted, a warrant for the
appropriate action may be obtained using the last thres rule
of A.

Next, we will consider the problem of belief dynamics
in rational agents. Given that our aim is to use DeLP for
knowledge representation and reasoning, we will consider a
non-prioritized mechanism capable of revising the epigtem
state of such agent that will be represented as a program
P=11, A).

Belief Revision Mechanism

In this section, we will develop a formalism for the updat-
ing of the beliefs of an agent’s knowledge base (or belief
base). This knowledge base will be represented as a defea-
sible logic program of the fornP=(II, A). The revision
operator will modify the sefl in a way that follows the one
presented in (Falappa, Kernlsberner, & Simari 2002). How-
ever, it will aim to preserve i\, after transforming it, the
information revised fronl.

Belief Revision systems are logical frameworks for mod-
eling the dynamics of knowledge, that is, the way an agent
modifies its beliefs when it receives new information. The
main problem arises when the information received is in-
consistent with the set of beliefs that represents the &gent
epistemic state. For instance, suppose the agent belleaes t
“all metals are solidand then it finds out thatrfercury is a
metal in liquid state under normal pressur€ertainly, the
agent needs to revise its beliefs in order to accept the new
information while preserving as much of the old informa-
tion as possible and maintain the consistency of its knowl-
edge base. Our formalism is designed to handle the problem
of changing the beliefs that the agent has about a particular
state of the world arewinformation arrives (usually called
revisior). However, it is not designed to deal withanges
in the world (usually calledipdate$.

One of the most discussed properties in the literature
dealing with revision operators is the propertysafccess.
This property establishes that the new information has pri-
macy over the beliefs of an agent. Here, we will use a
non-prioritized revision operator (Falappa, Kernlsberge
Simari 2002),.e., new information has no precedence over
the agent’s current beliefs. In this operator, new infororat
will be supported by aexplanation. Every explanation con-
tains arexplanangthe beliefs that support a conclusion) and
an explanandunithe final conclusion supported by the ex-
planans). Thus, an explanation, to be defined below, is a set
of sentences with some restrictions. The intention behind
this development is that the beliefs which will be deleted
from the belief basél could be preserved in an alternate set,
changing their epistemic status to defeasible knowledge.

Epistemic Model and Construction

Every rational agent working in a dynamic environment
must have a way to modehange When we talk about
change, we assume that there is an object of the language



that changes, that is, thelief statg(Hansson 1999). Since
there are various possible constructions to be considered a
models of the belief state, we must define #@stemic
mode] that is, the way in which the belief states are rep-

The Revision Operator by a Set of Senteneél be a
function that takes two sets of sentences and produces a new
set of sentences. In this section, when we refeetatences
these will be facts or strict rules, and a belief base will be

resented. a finite set of sentencéds$ which is not closed under logical
There are different ways to represent belief states. We consequence.

may usebelief setsthat is, sets of sentences closed under  There are two standard ways of defining an operator of

logical consequence.e., everything that follows logically revision by a set of sentences: kernel mode and partial meet

from a belief set is an element of it. This alternative for the mode. The first one uses amternal incision functiorand

representation of belief states has some advantages on thehe second one usesaquitable selection functigifralappa,

Knowledge LevelNewell 1982), but is not computationally
adequate.

Another alternative for the representation of belief state
as belief sets is the use bélief basesthat is, sets of sen-
tences that are not logically closed (Hansson 1997). Abelie
base contains information about the justificatory struectdr
the respective belief state, and this structure is closety ¢
nected to the dynamic behavior of the belief system. Two
belief bases with the same logical closure can behave dif-
ferently under operations of change, that is, they can (dy-
namically) represent different ways of holding the same be-
lief state. That is, some of our beliefs have no independent
standing, but they arise as inference from our more basic be-
liefs, on which they are entirely contingent (Hansson 1997)

Every time an agent needs to incorporate some belief
his/her belief base, it must perform two major tasks: (1) add
the new beliefo to the belief base and (2) ensure that the
resulting belief base is consistent. Thevi Identity(Levi
1977) provides the traditional way of adding beliefs: first
contracting by~«, eliminating all possible derivation efa
from the belief base, and then addingo the resulting be-
lief base. This type of operator isternal because the sub-
operation of contraction takes place inside the originaébe
base. Alternatively, the two sub-operations may be eftecte
in reverse order (Hansson 1993): addm@nd then elimi-
nating~« from the resulting belief base. This kind of oper-
ator isexternalbecause the contraction takes place outside
of the original belief base. Itis important to note that dens
tency is preserved on every step of internal revision, wieere
in external revision the intermediate belief base will ofte
inconsistent. In these two operators the new information is
always accepted, and it is for this reason that they arectalle
prioritized.

The next modification of external revision leads to the
semi-revision operatofHansson 1997): adding to the
belief base and then eliminating all possible inconsistenc
from the resulting belief base. If we replace the single sen-
tencea by a set of sentence$, we get theDperator of Re-
vision by Set of Sentenc@zalappa, Kernlsberner, & Simari
2002). These two operators aren-prioritizedbecause the
new information could be totally or partially rejected and
they typically involve the temporary acceptance of an incon
sistent set.

Revision by a Set of Sentences

As we said before, the knowledge base will be represented
as a defeasible logic program of the fofe(I1, A). In this
section, we will consider the revision of the strict parthod t
knowledge basd], as the knowledge changes.

Kernlsberner, & Simari 2002). The first construction is
based on the concept of kernel set (Hansson 1994).

In the definitions below we will use the languagede-
fined by the elements @ = (II, A). Notice that in Defeasi-
ble Logic Programming— " and“ < are meta-linguistic
symbols.

Definition 1 LetII be a set of sentences anda sentence.
ThenIT'-« is the set of all setH’ if and only if the following
conditions are satisfied:

1. Derivability: II' C II, I - «, and
2. Minimality: for all proper subset$I” of IT', IT” ¥ a.

The sefll*-« is called thekernel setand its elements are
called thea-kernels offI.

Example 1 If IT = {p, q, (r— p,q),t, (r—t),u, (v—u)}

thenll™*r = {{p,q, (r — p, @)}, {t, (r— 1)}, T"w = {}
becausdl ¥ w, andII* (r— r) = {{}} because — r is
a tautology.

Definition 2 LetII be a set of sentences. &rternal inci-

sion function forII is a functiono : 22£:>25, such that for
any setd C L, the following conditions hold:

1 o(MMuA)tl)Ccu(@uAtl)
2.1f X € TMuA)*tl and X # o then (X N
o(TUAYLL)) £ 2

For the limit case in whicIIU A)* 1| = &, o is defined
asg,i.e,o((UA)*tL)=a.

Definition 3 Let IT and A be sets of sentences, and™
an external incision function fofl. The operatoro
2L x2£=2% of kernel revision by a set of sentencesde-
fined aslloA = (U A) \ o((TTU A)11).

This operator works by adding to IT and then eliminat-
ing all possible inconsistency from the resulting set. This
is done by means of an incision functioa™that makes a
“cut” on each minimally inconsistent subsetldfJ A.

Example 2 Let TI {p,(r<p),t,(u—1t)} and A =

{p,q, (~r<p,q)}. Then (U A)* 1 is equal to
{p,q, (r— p), (~r«<— p,q)}}. The incision functiow has

to make a “cut” on the one minimal inconsistent subset of

MU A: {p,q, (r+< p), (~r< p,q)}. Some possible incision

functions, described by its images, are : {p}, o2 : {¢},

o3 : {(r—p)}, o4 : {p,(r—p)}, etc Their respective

associated revisions by a set of sentent&s4) are:

1. {q, (T<— p),t, (u<— t), (~T<— P, q)} for oy,
2. {p7 (T<—p)7t7 (U<— t)? (NT(_p7 q)} for 09,



3. {p>Q7ta (W—t),(NTHp,q)} for 03,
4. {q,t,(u—t),(~r<p,q)}, foroy,etc

B(X)« a(X). This sentence ensures that any objéctat-
isfying the predicater is an object satisfying the predicate
Suppose now that the agent receives new information which

Now, we will present a second construction of the opera- estaplishes that there could be exceptional objects that sa
tor of revision by a set of sentences based on the concept of isfy «, but do not satisfy3, i.e., satisfy~83. In this case,

remainder set (Alchoudn, Gardenfors, & Makinson 1985).

Definition 4 LetII be a set of sentences anda sentence.
ThenIlt« is the set of all subsetd’ of IT such that the
following conditions are satisfied:

1. Non-derivability: II' C IT andIl’ ¥ «, and

2. Maximality: if II” is a subset ofI such thatll’ ¢ 11" C
II thenIl” F .

The sefl« is called theremainder sef IT with respect to
«, and its elements are called theremainderf II.

Example31If IT = {p,(r—p),t,(r—t),u,(v—u)}
thenIl*r = {{p,t,u,(v—w)}, {p, (r—1t),u, (v—1u)},
{re=p)t,u,(ve=w)}, {(rep),(r1t),u, (ve=u)}},
[Tt w = II becausdl ¥ w, andII* (r — r) = {} because
r« r is a tautology.

Definition 5 LetII be a set of sentences. Arternal selec-

tion function forIT is a function : 22° =22°, such that for
any setd C £, it holds that:

1. y((ITUuA)* L) C(MuA)*L
2. v(MMu AL #£2

Example 4 GivenTI = {p,q,r} and A = {~p,~q}
thenllU A = {p,q,7,~p,~q} and (Il U A)* L =
{{pvqa’r}a{m’pv(b(r}a{pa Ner}v{va NQaT}}' Conse-
quently, some possible results of(IT U A)*- 1) are
{~p,~q,r}} or {{~p,q,r}} or {{p,q, 7}, {~p,q,r}} or
Upa,r} {~p, ¢} {p, ~q, 7} }.

Definition 6 LetII be a set of sentences andan external
selection function fodl. Then+ is an equitable selection
function for T if (TU A)L 1 = (TTu B) L implies that
MU A)\Ny((ITU A)+ L) =TuUB)\ Ny((ITU B)*1).

The intuition behind this definition is that, if the set of min
imally inconsistent subsets @f U A is equal to the set of
minimally inconsistent subsets BfU B, thena is erased in
the selection ofL-remainders ofl U A if and only if it is
erased in the selection df-remainders ofl U B.

Definition 7 Let II and A be sets of sentences and™

an equitable selection function fdi. The operatoro :

2L x2£=2% of partial meet revision by a set of sentences
is defined agloA = Ny((TTU A)L 1).

The mechanism used by this operator is to adtb IT and
then eliminate from the result all possible inconsistesicie

by means of an equitable selection function that makes a

choice among the maximally consistent subsei$ofA and
intersect them. An axiomatic characterization for opesato

of kernel and partial meet revision by sets of sentences can

be founded in (Falappa, Kernisberner, & Simari 2002).

These operators can be used by an agent to updatery, —
For instance, suppose that in a revision
process, we eliminate a conditional sentence of the form

its knowledge.

we could discard the original rulg(X )« «(X) because

we have accepted that the rule has exceptions that make it
wrong. However, this policy, although safe and correct, is
somewhat inadequate because it produces a complete loss
of information.

Here, we will propose an alternative that preserves a dif-
ferent form of this type of sentences that weakens the rela-
tion between the head and the body of the rule. Thus, the
strong form of the rule will be transformed into two defea-
sible rules. In the particular case of the example above, the
agent could presery® X ) < «(X) in order to keep some of
the inferential power that it had before. The idea is thatessom
defeasible rule of the formi(X) —«(X) in A is the trans-
formation of some rulgg(X)«— «(X) previously included
in the strong knowledge but eliminated by some change op-
erator. Instead of completely eliminating this sentence, w
propose to preserve a syntactic transformation of it in a dif
ferent set, as defined below.

Definition 8 Let P = (II, A) be a defeasible logic pro-
gram. Letd = 8+« « be a strict rule inIl. A positive trans-
formationof 4, noted by7*(§), is a sentence of the form
B —«; a negative transformatioof §, noted byT—(9), is a
sentence of the forma —~(.

Definition 9 Let P = (II, A) be a defeasible logic pro-
gram, “o” an operator of revision by a set of sentences for
and A a set of sentences. Tlemposed revisioof (I, A)
with respect taA is defined agIl, A) x A = (II', A’) such
thatIl’ = IloA and A’ = A U A” whereA” = {T"(a) :
a€ (IT\ToA)} U {T (o) :a e (II\IlcA)}.

The setIl’ contains the revised non-defeasible beliefs,
while A” contains the general beliefs eliminated frbhand
transformed into defeasible rules.

Example 5 Consider an agent who needs to reason about

certain properties of metals. Suppose tiat= (I1,A), a

defeasible logic program, represents the beliefs of thenag

where:

metal(fe)

metal(hg)

solid(X ) — metal(X)

~liquid(X) — solid(X)

~solid(X) — liquid(X)

wherehg means ‘mercury and fe means fron”. Then, the

agent receives the following explanatidnfor liguid(hg):
{(liquid(hg) < metal(hg), pressure(normal))}U

{metal(hg), pressure(normal)}

Based on the kernel revision by a set of sentences, it is nec-

essary to remove any inconsistency from the following sets:

metal(hg)

pressure(normal)

solid(X) — metal(X)

liquid(hg) < metal(hg), pressure(normal)

~liquid(X) «— solid(X)

and A = {}



metal(hg)

pressure(normal)

solid(X) — metal(X)

liquid(hg) < metal(hg), pressure(normal)
~solid(X) « liquid(X)

11, andIl, represent thel -kernels (minimally inconsistent
subsets) ofl U A, that is, (ITU A)* L = {II;,5}. De-
pending on the preference criteria among the sentences of
I1; andIly, a possible result oflT, A) x A = (II', A’) is:

II, =

metal(fe)
metal(hg)

pressure(normal)

liquid(hg) < metal(hg), pressure(normal)
~liquid(X) «— solid(X)

~solid(X) « liquid(X)

=

A =
{solid(X) —=metal(X), ~metal(X) —~solid(X)}

In this way defeasible conditionals can be generated using
the revision operator and extending the inference power of
an agent based on the BDI model.

Conclusions and future work

In this work, we have introducedreon-prioritizedbelief re-
vision operator, th&®evision Operator by a Set of Sentences
for changing the agent’s beliefs. This operator has the de-
sirable property of conserving the greatest amount of infor
mation possible by transforming strict rules into defelasib

ones. These beliefs are represented in a Knowledge Base

using the language of Defeasible Logic Programming. The
combination of both frameworks results in a formalism for
knowledge representation and reasoning about beliefs and
intentions. Next, we will explore the properties of this ope
ator and develop multi-agent applications. Since the DelLP
system is currently implemented, we will extend this imple-
mentation to include the new operator.
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